In polling, a 95% confidence interval means that if the same poll were repeated many
times (i.e., sampling variation), the true population parameter (e.g., the percentage
of people supporting a candidate) would fall within the calculated range in 95% of
those polls.

The confidence interval accounts for the margin of error, giving us a range of values
that we are fairly confident includes the true result. However, it's important to
remember that this does not mean there is a 95% probability that the true value is in
that specific range from one poll—it means that, over many polls, 95% of those
calculated intervals will capture the true population parameter.
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Lecture 10: Videos integrating lecture 10 (confidence intervals
part 2) and tutorial 5.

part 1
Tutorial 1: Introducing R
. General thaory: from a computational approach to develop sampling distributions bi
number of sample means to a general statistical theory that can be used for “infnite

Lecture 8: Displaying data

number) of sample means.

ing data (part 2

Lecture 7: Sampling variation

Tutorial 4

ing data

Lecture 8: Sampling distibutions

Lecture 9: Gonfidence Intervals

Tutor

Sampling variation

Lecture 10: Confidence Itervais par.
—

Estimating with uncertainty

with some certainty

The statistical
road: estimate with
uncertainty but
know how
confident you
can be!




Sampling variation and Sampling distributions
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Sampling variation: two or more sample means of tree height from the same

population will always differ from the true population value (parameter)! So we
estimate and make inferences with uncertainty (without certainty)

Two possible samples
from the same forest

We want to know about a large
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(here the parameter of interest, i.e.,
unknown quantity)
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Sampling variation: linking frequency distributions of populations &

frequency distributi of samples
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Assume (hypothetically, i.e., for demonstration purposes only) a statistical population of tree
heights in cm (1000000 trees) & 3 possible samples of 100 trees each.




Sampling distribution of
means.

Population

Samples and
their means

Sampling
distribution

Samples have the same sample size n.

The variation among sample means is due
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to sampling error, i.e., error between the
true population mean value and the sample means
sample mean value. »
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Assume (hypothetically, i.e., for demonstration purposes only) a statistical population of tree
heights in cm (1000000 trees) & 3 possible samples of 100 trees each.

Understanding sampling distributions (of them mean) based on simulations
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Estimating with uncertainty with certainty

(i.e., with some confidence)

A confidence interval is a range of values surrounding the
sample estimate that is likely to contain the population
parameter.

A large confidence interval (e.g., 95% or 99%) provides a most
plausible range for a parameter. Values lying within the interval
are most plausible, whereas those outside are less plausible,
based ON A SINGLE sample data alone.
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The properties of sampling distributions: location and spread
The mean of all sample means equal
the population mean:
[ o B
Z .
M oo
i=i
The number of samples is so large that
for mathematical purposes it can be considered infinite (o)
The properties of sampling distributions: location and spread
Sampling error - the difference .
between sample means and the The stAandaArd Fiev!atlon °f the
population mean. The estimate of this sampling distribution oy is
error is the standard deviation of the called standard error (SE)
sampling distribution, i.e., the average and is exactly:
difference between all sample means
and the true mean:
SEp = —
= Iy
n
The number of samples is so large that o = the standard deviation
can be considered infinite () of the population
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The properties of sampling distributions: location and spread

Given that we almost never know

the population standard deviation,
ag we estimate it with the sample
value:

oy = the standard deviation
of the sampling distribution
of means

o = the standard deviation
of the population
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The variation am observations within samples (standard di
inform us about how far sample means in general might be fr
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Variation within samples

oo hoht em)
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Variation among samples

Variation within samples (among observations) can
estimate some certainty (confidence) about uncertainty
(variation among sample means)
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Understanding standard errors via simulations
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Sampling distribution of the means for a normally distributed population

u=350cm; 0 =100cm
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We use the sampling distributi f all sample means to
fidence intervals
Because the
distributions is
symmetric, if the the
u +1.98 x ox
encompasses 95% of
the sample means X,
then 95% of
X +1.98 xox
will encompass the
population mean!
17
Sampling variation: linking frequency distributions of populations &
frequency distributions of samples
How many possible samples of 100
trees out of 100000 trees?
1e+15 (zeros)
The human body consists of some
37.2 trillion cells
(3.72e+13 zeros)
18



Sampling variation: linking frequency distributions of populations &

frequency distributions of samples

How many possible samples of 100
trees out of 1000000 trees?

1e+15 (zeros)

How many possible samples of 100
trees out of 10000007

10768272362e+432 (zeros)
The human body consists of some

37.2 trillion cells
(3.72e+13 zeros)
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Sampling distribution of the means for a normally distributed population

u=350cm; 0 =100cm
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Sample size increases precision

Frequency distribution of Sampling distributions for the sample
the gene Population means of the gene population (varying n)
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mmmmmmmmmm P ——— precision
Gene length

(number of nucleotides)  Sample mean length ¥ (nucleotides)

Whitlock & Schluter, 2™ edition; 3¢
edition has a different set of genes.
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Sampling distribution of the means for a normally distributed population

u=350cm; 0 =100cm

s . n=100
o p+ 198xoy
g e —n =10
| L+ 2.26x0y

T T T T
320 340 360 380

sample mean

22

ies of sampling distributions: location

spread

Given that we almost never know
the population standard deviation,
o we estimate it with the sample
0'17 o p— value:

oy = the standard deviation
of the sampling distribution
of means

o = the standard deviation
of the population
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Connecting standard errors to confidence intervals
Understanding 1ce intervals via simul
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Sampling distribution of the means for a normally distributed population

u=350cm; 0 =100 cm
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There are infinite normal distributions that can lead to infinite sampling
distributions of means and associated t-distributions based on the combination
of simply two parameters: ¢ and ¢ and a constant n (sample size).
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By now, you should suspect that one of the inconveniences is that the exact
value needed to be multiplied by SE to create 95% confidence intervals changes
as a function of sample size.

The sampling distribution of means that varies as a function of the sample size
(here v = degrees of freedom; v =n-1).

0.

035 This t distribution is a sampling

0.30 distribution of the the number of sample

0.25 standard errors away from the mean
Zo.20 (now always 0 after the standardization)

0.15 necessary to produce a confidence

0.10 interval of the desired coverage (e.g.,

0.05 95%).

0.
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How to find the appropriate values of t?

the old days of tables allow to understand the principle — in practice
(today) we use software (e.g., R).
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